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Abstract— There are a variety of temporal and spectral features that can be extracted from 
human speech. These features are related to the pitch, Mel Frequency Cepstral Coefficients 
(MFCCs) and Formants of speech, can be classified using various algorithms. This study 
explores statistical features i.e. MFCCs and these features were classified with the help of 
Linear Discriminant Analaysis (LDA). This article also describes a database of artificial 
emotional Marathi speech. The data samples were collected from 5 Marathi movies (Actors 
and Actress) simulated the emotions producing the Marathi utterances which could be used 
in everyday communication and are interpretable in all applied emotions. The speech 
samples were distinguished by the various situations from the movie. The data samples were 
categorized in 5 basic categories that are Happy, Sad, Anger, Afraid and Surprise.   
 
Index Terms— Speech Database, Emotion, Speech, Emotional Speech database, MFCC, 
emotion recognition 

I. INTRODUCTION 

Marathi is an Indo-Aryan language spoken by about 71 million people mainly in the Indian state of 
Maharashtra and neighboring states. Marathi is also spoken in Israel and Mauritius. Marathi is thought to be a 
descendent of Maharashtri, one of the Prakrit languages which developed from Sanskrit. Marathi first 
appeared in writing during the 11th century in the form of inscriptions on stones and copper plates. From the 
13th century until the mid 20th century, it was written with the Modi alphabet. Since 1950 it has been written 
with the Devanagari alphabet. There are 13 vowels and 36 consonants in Marathi language.  The vowels and 
consonants along with their transliteration and International Phonetics Alphabetics are shown in figure 1.  
The skill to recognize, interpret and express the emotion referred to emotional intelligent. The emotions 
recognition and expression are used in human computer interfacing [1]. The speech recognition understands 
basically what someone speak to a computer, asking a computer to translate speech into its corresponding 
textual message, where as in speech synthesis, a computer generate artificial spoken dialogs. Speech is the 
most prominent and natural form of communication between the humans. Speech would thus be a logical 
choice for man machine communication; hence there is growing interest in developing such machines that 
can accept speech as input. Given the substantial research efforts in speech recognition worldwide and the 
steady rate at which computers become faster and smaller [2, 3, 4, 5, 6]. The machine that accepts speech as  
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A  i  U   e Ai O Au 
/ / /a/ /i/ /u/ /ru/ /e/ / i/ /o/ / u/ 

  

a  a  
/  / h/ 

Figure 1 a .  Vowels in Marathi language along with transliteration and IPA 

 

 KA /K / 

 KHA /K / 

 GA / / 

 GHA / / 

  / / 
 

 Ca /ts  

 Cha /ts  

 Ja /z  

 Jha /z  

  /  
 

  /  

  /  

  /  

  /  

  /  

 

  /  

 sa /s  

 ha /h  

  /  

 k  /k  

 jña /  

 

 PA /P / 

 PHA /F / 

 BA /B / 

 BHA /B / 

 MA /M / 
 

 Ta  

 Tha  

 Da  

 Dha  

 Na  
 

 ya /j  

 ra /r  

 la /l  

 va /w  

  /  

Figure 1 b.  consonants in Marathi Language along with Transliteration and IPA 

input requires generally two stage interfacing. The first step requires an automatic recognition system (ASR) 
and the second step requires a system for speech understanding. The speech recognition systems that are on 
the market today are the embodiments of new algorithms that were once the province of the advanced 
laboratories. Many groups in India have also been engaged in speech related work like Tata Institute of 
Fundamental Research, Mumbai, Computer Vision and Pattern Recognition Unit at Indian Statistical Institute 
Kolkata, C-DAC Pune, Indian Institute of Technology, Madras, Indian Institute of Technology, Kanpur and 
BAMU [7]. 
There are the different ways to express the emotions by humans. Humans express their emotions by speech 
and actions like crying, yelling, dancing, laughing, stamping, and many other things [8]. But when it comes 
to speech human emotions affects the tone and the speaking style of the person. The emotion in speech sound 
affects the Speech recognition accuracy. The researchers around the globe are taking interest in detection of 
emotion in the Speech. In human computer interaction, many researchers are finding the depth of the area for 
emotion detection from speech. During the last few years, the research on speech emotion recognition has got 
much attention. Many emotional speech databases have been developed and the studies are carried on the 
developed emotional speech database around the world. [9] 
The paper is organized as follows. In section 2 describes the development of emotional Marathi speech 
database; Section 3 explains what is meant by emotional feature extraction is explained. Section 4 describes 
the Mel Frequency Cepstral Coefficient. Speech emotion recognition based on MFCC is presented in section 
5. An LDA technique is discussed in section 6. Finally, section 7 gives conclusions and future work of the 
work. 

II. DEVELOPMENT OF ARTIFICIAL EMOTIONAL MARATHI SPEECH DATABASE  

We developed an emotional speech database using Marathi movies. For that purpose, we selected 5 Basic 
emotions i.e. Happy, Sad, Angry, Surprise and Afraid. It was decided to develop an artificial (from actors’ 
actresses dialogue) emotional speech database using various Marathi movies in which the professional artists 
simulate the natural emotions. Capturing the natural emotions is not possible. 
For the development of the artificial emotional speech database we have used 5 different Marathi movies. 
The movies were selected from different genre like drama, comedy & horror. The movies were averagely of 
two hour’s duration. The file format of the movie used was MPEG-coded image segment with frame size of 
720x480 pixels with frame rate of 24 fps (frame per second). The audio stream of the movie was sampled at 
44 kHz. 
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The selected movies were first viewed and checked for the expressed emotions. The data samples were 
extracted from the movie using Cool Edit Pro version 2.0. As mentioned earlier the audio stream of the 
movie was sampled at 44 kHz so we down sampled the audio to 16 kHz 16 bit. Once the data samples were 
acquired we categorized the samples according to the emotions i.e. Happy, Sad, Anger, Afraid and Surprise. 
The extracted data samples were saved in .wav file format. 
The database was developed after doing a comparative study of some of existed speech database in our 
earlier paper. The comparison was done on the initial standard input taken; the data collection from various 
situations, audio recordings, the instruments used for recordings, speakers and the percentage of the 
robustness comes after recognition. Some samples of happy, sad and angry along with their Transliterated 
(Translated in English) and IPA are shown in table I, II and III [10]. 

TABLE I. HAPPY WORDS IN MARATHI LANGUAGE ALONG WITH TRANSLITERATION AND IPA 

Devanagari Transliterated 
(Translated In English) 

IPA 

  Kayho (Yes) /k aj h o/ 

  Kharach (Really)  /k r t / 

  Shabbas (Good) / abb as / 

  Arewa (Well) / r i a/ 

TABLE II. SAD WORDS IN MARATHI LANGUAGE ALONG WITH TRANSLITERATION AND IPA 

Devanagari Transliterated  
(Translated In English) 

IPA 

   Kay Zal (What Haapen) /k aj / /d al / 

   Chukla Maz (Sorry) /t uk l //m ad / 

   Mazya Karma(My Luck) /m ad j / 
 /k ar m / 

   Gelar (Pass away) /  

TABLE III. ANGRY WORDS IN MARATHI LANGUAGE ALONG WITH TRANSLITERATION AND IPA 

Devanagari Transliterated 
(Translated In English) 

IPA 

   Ai Gappey (Don’t Speak) / i/ /  

   Chal Nigh (Get out) /t al i  

   Utha Ithun (Stand up) /u / / 

  Nakoy Mala (Don’t Want)   ak oj / /m l a/ 

Each dialogue is uttered with one of the following emotions: angry, happy and sad and sample speech signals 
are given in figure 2. 

 
Type of emotion: Anger  
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Type of emotion: Happy 

 
Type of emotion: Sad 

Figure 2. Speech Samples 

III. EMOTIONAL FEATURES   

Feature extraction is a basic and fundamental pre processing step in pattern recognition and machine 
learning. It is a special form of dimensionality reduction technique used to reduce the data which is very 
large to be processed by an algorithm and extraction of specific properties from various features. In feature 
extraction, the provided input data is transformed into a set of features which provides the relevant 
information for performing a desired task without the need of the full size data but using the reduced set [11]. 
The extraction of the best parametric representation of acoustic signals is an important task to produce a 
better recognition performance. To select suited features carrying information about emotion is necessary for 
emotion recognition. Studies on emotion of speech indicate that pitch, energy, formant, Feature extraction is 
process of extracting some valuable parameters for further processing of the input signals. We have studied 
various features extraction techniques as given below.   
The prosodic features such as mean, maximum, minimum, standard – deviation of pitch and energy, and 
audible durations are extracted from four basic classes of emotions namely anger, sadness, happiness and 
neutral. These features are classified by fuzzy min-max neural network [12]. Kai-Tai Song, et. at. proposed a 
method of emotion recognition. Firstly, end-point detection and frame setting are done in pre-processing. 
Secondly, statistical features from pitch and energy are computed. Theses statistical features are classified by 
using support vector machine [13]. Stevros Ntalampiras and Nikus Fakutakis have used short-term statistics, 
spectral moments, and autoregressive models as a emotional features. Additionally, they have employed a 
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newly introduced groups of parameters based on wavelet decomposition [14]. It is shown from the above 
review spectral features are giving more recognition compatibly prosodic features of emotional speech. So 
we have decided MFCCs as features and LDA as classifier. 

IV. MEL FREQUENCY CEPSTRAL COEFFICIENT (MFCC) 

The Mel Frequency Cepstral Coefficient is the well known and most widely used feature extraction method 
in speech domain. The MFCC is based on the human auditory perception system. The human auditory 
perception system does not follow a linear scale of frequency. For each tone with actual frequency ‘f’ 
measured in Hz, a subjective pitch is calculated, is known as ‘Mel Scale’. The mel frequency scale is a linear 
frequency spacing below 1000 Hz and logarithmic spacing above 1000Hz. As a reference point, the pitch of a 
1 KHz tone, 40 dB above the perceptual hearing threshold is defined as 1000 Mels [15]. 
There are various implementation of MFCC. These implementations differ mainly due to the number of 
filters, the shape of the filters, the way the filters are spaced, the bandwidth of the filter and the manner in 
which the spectrum is warped. 
The main variations of the MFCC are as follows: 
A. MFCC FB-20: introduced in1980 by Davis and Mermelstein [16]. 
B. MFCC FB-24 HTK: from the Cambridge HMM Toolkit by Young, 1995 [17]. 
C. MFCC FB-40: from Auditory Toolbox for MATLAB written by Slaney, 1998 [18]. 
D. HFCC-E FB29: (Human Factor Cepstral Coefficients) by Skowronski and Harris, 2004 [19]. 
The FB in the implementations of defines the number filters present in the Filter bank for the MFCC by the 
corresponding author. These implementations consider different sampling rates. To compute the features 
using MFCC the steps that are followed are Pre-emphasizing, Framing and Windowing, Fast Fourier 
Transform, Mel-Frequency Filter Bank, Logarithm and Discrete Cosine Transform. 
The various steps involved in the calculation of MFCC are described below: 

A. Pre-Emphasizing  
The speech signal is first pre-emphasized with the pre-emphasis filter 1-az-1 to spectrally flatten the signal. 

B. Framing and Windowing 
A speech signal is assumed to remain stationary in periods of approximately 20 ms. Dividing a discrete signal 
s[n] into frames in the time domain truncating the signal with a window function w[n]. This is done by 
multiplying the signal, consisting of N samples. The signal is generally segmented in frame of 20 to 30 ms; 
then the frame is shifted by 10 ms so that the overlapping between two adjacent frames is 50% to avoid the 
risk of losing the information from the speech signal. After dividing the signal into frames that contain nearly 
stationary signal blocks, the windowing function is applied. For the proposed work the frame length was set 
to 25 ms and the frame was shifted by 10 ms. 

C. Fast Fourier Transform 
Fast Fourier Transform converts each frame N samples from time domain into frequency domain. The FFT is 
a fast algorithm to implement the Discrete Fourier Transform (DFT), which is defined on the set of N 
samples {xn}, as equation 1,  

1

0

/2
N

n

Nknj
nk exX  k=0, 1, 2 ... N-1                                                                    1 

In general Xk are complex numbers and we only consider their absolute values (frequency magnitudes). The 
resulting sequence {Xk} is interpreted as follow: positive frequencies 0 
<N/2-1, while negative frequencies -Fs/2 <f < 0 corresponds to N/2+1 -1. Here, Fs denote the 
sampling frequency. The result after this step is often referred to as spectrum or periodogram. To obtain a 
good frequency resolution, a 512 point Fast Fourier Transform (FFT) is used. 

D. Mel Frequency Filter Bank 
A filter bank is created by calculating a number of peaks, uniformly spaced in the Mel-scale and then 
transforming back to normal frequency scale where they are used as peaks for the filter banks. 
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E. Logarithm 
The logs of the powers at each of the Mel frequencies are calculated. The new array/vector of Mel log power 
is generated. 

F. Discrete Cosine Transform 
Discrete Cosine Transform (DCT) is being used to achieve the mel- cepstrum coefficients. In a frame, there 
are 24 Mel Cepstral coefficients, out of 24 only 13 coefficients have been selected for the recognition system. 

V. SPEECH EMOTION RECOGNITION BASED ON MFCC 

Overall the paper demonstrates the importance of the emotional speech database, for emotional speech 
recognition and synthesis. We have described briefly, the development of emotional speech databases in 
Marathi language. We have used the Mel Frequency Cepstral Coefficients (MFCCs) for the feature extraction 
purpose of this work. Mel Frequency Cepstral Coefficient (MFCC) is effective feature to distinguish certain 
emotions [20]. 
We have used only the pitch information extracted from the utterances for purposes of classification. Several 
studies indicate the importance of summary features, the fundamental pitch signal. To extract MFCC of 
artificial emotional speech, a set of speech samples are trained to learn the mapping between the acoustic 
signals. 
In MFCC, the frequency scales are placed on a linear scale for frequency less than 1KHz and on a 
logarithmic scale for frequencies above 1 KHz. MFCC contain both time and frequency information of the 
signal which makes them ideal for Automatic Speech Recognition and Automatic Emotion Recognition [21]. 
MFCCs are the results of a cosine transform of the real logarithm of the short term energy spectrum 
expressed on a Mel–frequency scale. The MFCC tells about the short time energy migration in frequency 
domain. In MFCC a DFT spectrum of a signal is frequently warped through a Mel-frequency scale 
transformation by using the equation (1). 
 

Mel(f)=2595log10(1+f/700)                                                                 1 
 

The first order regression coefficients (delta coefficients) are computed by the following regression equation: 
 

2

1

1

2

)(

n

ccn
d N

n

inin

N

n
i                                                                     2 

Where di is the delta coefficient at frame i computed in terms of the corresponding basic coeffecients cn+i to 
cn-i. The same equation is used to compute the acceleration coefficients by replacing the basic coefficients 
with the delta coefficients. 
The Cepstral Mean Normalization is aimed at reducing the effect of multiplicative noise on the feature 
vectors. Mathematically it is: 

ik

N

k
ii c

N
cc

1

1
                                                       3 

Where ci is the ith feature element in the feature vector and cik is the ith feature element at frame k. N is the 
number of total input frames of data. 

VI. LINEAR DISCRIMINANT ANALYSIS (LDA):  

The matrix datasets were created into different three classes form features of angry happy and sad dialogs of 
all the samples for training purpose. Feature of the different emotion were subjected to the Linear 
Discriminant Analysis (LDA). The aim of LDA is used to reduce the dimensions of feature matrix   and to 
clusters the data representing the different classes. The Linear discriminant function g(x) can be written as 
equation (4).  
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i

d

i
i xxg

1
0                                                                              4 

where the coefficients i  are the components of the weight i vector w. By involving the products of pairs of 
components of x the quadratic discriminant function is obtained and written as equation (5). 

ji

d

i

d

j
iji

d

i
i xxwxxg

1 11
0                                                             5 

Since xi xj=xj xi and ij = ji with no lose thus, the quadratic descriminant function has an additional d(d+1)/2 
coefficients at 8 its disposal with which complicated separating surface. For the classification and clustering 
purpose [22], we have created appropriate different classes of dataset. The three separate classes of datasets 
have been created according to three different emotions (angry, happy and sad) of all samples. The Linear 
Discriminant (Fishers Algorithm) has been implemented on class-within class matrix dataset. Results of the 
LDA are made three groups of all emotions. We have classified samples of 50 angry, 34 happy and 29 sad.  
Figure 3 shows graphical representation of sensitivity and clustering of 12 emotions out of 113. 

  
a. Clustering of dialogues: Ai Gappey (Don’t Speak), Kayho 

(Yes),   and Kay Zal (What Haapen) are angry, happy and 
sad emotions respectively   

b. Clustering of dialogues: Chal Nigh (Get out), Kharach (Really) 
and Chukla Maz (Sorry) are angry, happy and sad emotions 
respectively   

  
c. Clustering of dialogues: Utha Ithun (Stand up), Shabbas 
(Good) and Mazya Karma(My Luck) are angry, happy and sad 
emotions respectively   

d. Clustering of dialogues: Nakoy Mala (Don’t Want), Arewa 
(Well) and Gelar (Pass away) are angry, happy and sad emotions 
respectively   

Figure 3:  Clustering of three emotions: angry, happy and sad 
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VI. CONCLUSION 

In this study, we have analyzed the artificial emotional speech corpus by using Mel Frequency Cepstral 
Coefficients (MFCCs). We have conducted the experiment on our own developed database of 100 utterances 
by the male actors and female actress from Marathi movies. We have successively trained and tested the data 
samples. The samples are recorded by using a high quality Software's at a sampling rate of 16 KHz. This 
paper elaborates the development of Artificial Marathi emotional speech which was developed using the 
some Marathi Movies. It also describes recognition of Emotion from developed emotional speech database 
by using MFCCs. The 12 cepstral coefficients have been extracted from all emotional speech signals and 
these coefficients are classified with the help of Fisher linear discriminant analysis. Moreover, in the figure 2, 
all the features of a particular emotion are more crowded at a particular point is the sensitivity of emotion. 
More the distance among the clustering means more recognition.   The emotions were recognized but the 
recognition rate for the developed database is low. The system is not able to recognize the happy emotion 
with more accuracy. 
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